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Lorentz transmission electron microscopy (LTEM) has evolved from a qualitative magnetic domain obser-
vation technique to a quantitative technique for the determination of the magnetization state of a sam-
ple. In this review article, we describe recent developments in techniques and imaging modes, including
the use of spherical aberration correction to improve the spatial resolution of LTEM into the single
nanometer range, and novel in situ observation modes. We review recent advances in the modeling of
the wave optical magnetic phase shift as well as in the area of phase reconstruction by means of the
Transport of Intensity Equation (TIE) approach, and discuss vector field electron tomography, which
has emerged as a powerful tool for the 3D reconstruction of magnetization configurations. We conclude
this review with a brief overview of recent LTEM applications.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Lorentz transmission electron microscopy (LTEM) is ideally sui-
ted to the quantitative analysis of magnetic domain structures at
the sub-50 nm length scale [1]. The ability to image both the
microstructure and the magnetic domain structure of an engineer-
ing material in the same instrument allows for a direct study of
how the often inhomogeneous microstructure plays an important
role in influencing the magnetic behavior.

After the early developments by Hale [2] and Boersch and Raith
[3], LTEM has seen a steady but slow stream of improvements in
both spatial resolution and image quality. In classical terms, high
energy electrons traversing a magnetized foil are deflected by the
Lorentz force generated by the magnetic induction of the foil. In
a quantum mechanical approach, the electron wave passing
through the sample is imparted a phase shift which is dependent
on the magnetic vector potential of the thin foil. The magnetic vec-
tor potential in turn relies on the magnetization of the sample and
not on the magnetic induction, and as such LTEM images give
direct information about the magnetization state of the sample.
It should be noted that the effect of stray fields is also included
in these images and has to be treated correctly in interpreting
them. For many thin foils the stray fields are minimum and we
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obtain direct information about the magnetization of the sample;
however in magnetic nanostructures, the LTEM images contain
integrated information from the magnetization as well as the stray
fields. This results in split spots in the diffraction pattern oriented
according to the directions of magnetization in the sample, and in
magnetic contrast visible in the images. The out-of-focus (Fresnel)
mode gives rise to images in which the positions of the magnetic
domain walls appear as alternate bright and dark lines, and these
can be used to obtain qualitative information. The Fresnel mode
is also useful for real-time studies of magnetization reversal (see
Section 2.3 below) as it is relatively easy to implement, and addi-
tionally, a through-focal series of Fresnel mode images forms the
input data set from which phase reconstruction of quantitative
magnetic induction maps is carried out, as discussed in Section 3.3
below. For the Foucault mode the objective lens is kept in-focus
and one of the split spots in the diffraction pattern is blocked by
displacing an aperture located coplanar with the diffraction pat-
tern. Only the domains in which the magnetization orientation is
such that the electrons are deflected through the aperture, appear
bright. The Foucault mode is also qualitative, and is more difficult
to implement than the Fresnel mode, because the image contrast
depends critically on the lateral position of the blocking aperture
and on how close the aperture plane is to the back-focal plane of
the imaging lens.

For realistic sample thicknesses, the Lorentz deflection angle is
typically in the range of tens of micro-radians down to sub micro-
radian, i.e., several orders of magnitude smaller than Bragg scatter-
ing angles, making it easy to distinguish the two. Direct observa-
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tion of the structure in the split central diffraction spot using low-
angle diffraction (LAD) (or small angle electron scattering (SAES))
provides semi-quantitative information about the magnetic
domain structure and can also be used to follow magnetization
processes. It should be noted that LAD provides global information
from the whole of the illuminated specimen area rather than local
information.

Differential phase contrast (DPC) microscopy is a scanning TEM
(STEM)-based technique. The local Lorentz deflection at the posi-
tion of the electron probe is determined using an annular quadrant
detector sited in the far-field, and the difference signals from oppo-
site segments of the detector provide a direct measure of the two
components of the Lorentz deflection, 8, at each position of the
probe across the specimen. The DPC technique requires an increase
in instrumental complexity compared with the Foucault and Fres-
nel imaging modes. In addition, a relatively long time is needed to
record each image, meaning that recording images that show
changes in magnetization as a function of applied stimuli such as
short current pulses in the millisecond time range is not possible
unless time-dependent effects do not contribute significantly.

In order to obtain quantitative images, one needs to consider
the effect of the magnetic material on the phase of the incident
electron waves. This wave-optical approach (see Section 3) allows
for reconstruction of the phase shift across the image, from which
quantitative maps of the magnetic induction can be reconstructed,
as is discussed in Section 3.3. Recent advances in aberration correc-
tion have lead to improvements in both spatial resolution (down to
around 2 nm) and in minimum magnetic induction that can be
imaged, as will be discussed in more detail below.

A number of review papers and books that include chapters on
the theory and practical application of LTEM have been written in
the last few years, and these give a good introduction to the clas-
sical and wave-optical theories that describe the technique, to
the various modes that can be employed, to methods by which
magnetic samples can be maintained in a magnetic field-free envi-
ronment within the microscope, and to the use of in situ experi-
ments to follow magnetization reversal and other processes such
as the change in magnetic structure across phase transitions.
Examples include chapters in Magnetic Microscopy and its Applica-
tions to Magnetic Materials edited by De Graef and Zhu [4], a chap-
ter by Petford-Long and Chapman in Magnetic Microscopy of
Nanostructures [5] and a recent review article by Petford-Long
and De Graef [1].

The focus of the current paper is to review the new advances
that have contributed to the development of LTEM, in addition to
presenting examples that illustrate recent applications of the
technique.

2. Developments in techniques and imaging modes

In this section we focus only on developments that extend the
techniques beyond those discussed in the review papers cited
above.

2.1. Imaging modes

Taniguchi et al. [6] have recently presented a method to obtain
Foucault images in a non-dedicated LTEM instrument: the objec-
tive lens is switched off to provide a field-free region at the sample,
and the condenser lens is then used to bring the electron beam to a
cross-over in the plane of the selected area aperture, which is used
as the blocking aperture. Taniguchi et al. also note that the same
configuration can be used to image low-angle diffraction (LAD)
patterns at high magnification.

2.2. Spherical aberration-correction

In the last few years, the resolution of LTEM images has been
greatly increased by the use of spherical-aberration correction
[7]. Objective lenses for Lorentz TEM have much higher aberrations
than standard TEM lenses (spherical aberration, Cs, values of 50-
8000 mm, and chromatic aberration, C., of 20-40 mm versus val-
ues of 1-2 mm for Cs and C. for a high resolution lens). These high
values, combined with the fact that LTEM images for Fresnel
microscopy and for phase reconstruction are recorded with very
high defocus values, substantially limits the spatial resolution that
can be achieved for most applications to 5-10 nm. Phatak et al.
reported the use of a C; corrector on a JEOL 2100F microscope fitted
with a dedicated Lorentz lens, to obtain high spatial and phase res-
olution images of magnetic monopole defects at the vertices within
an artifial spin ice, which had previously not been obtainable. The
corrector enabled the C; coefficient to be reduced from 120 mm to
0.01 mm, resulting in a reduction in the information limit of the
microscope from 0.73 nm to 0.43 nm, together with the ability to
reduce the defocus needed for phase reconstructions from 36 pum
to 19 pm (see Section 3.3 below).

More recently, McVitie et al. [8] reported results from a spher-
ical aberration-corrected STEM, which has been further improved
with the addition of an eight-segment detector, to enable collec-
tion of DPC images with a spatial resolution of around 1 nm. The
authors comment on the challenges associated with the small Lor-
entz deflection angles that are subtended by thin TEM samples
with low magnetic induction, and on the possibility of using a pix-
elated detector, after the method reported by Pennycook et al. in
which an image of the diffraction disk is recorded at each position
of the probe as it is scanned across the sample, and the image is
then processed to extract the magnetic contrast [9].

Chromatic aberration correction has not yet been applied to
Lorentz TEM, however the main advantage is that it would allow
analysis of thicker specimens. This is extremely important when
imaging bulk magnetic materials, because of the change in magne-
tostatic energy terms associated with making a thin TEM sample
from the bulk. In addition, correction of C. would enable a lens
with a larger pole-piece gap to be used, thus increasing the space
available for in situ stages.

2.3. Imaging magnetization reversal behavior

Obtaining a full understanding of the magnetic behavior of a
material relies on being able to image specimens in their as-
grown state, in remanent states, in the presence of applied fields
or currents, and as a function of temperature. From these can be
derived basic micromagnetic information, together with features
such as the domain wall nature, the presence of domain wall
nucleation and pinning sites, and the nature of magnetic phase
transitions. In addition, the effects of materials processing (for
example, patterning into small elements) on magnetic domain
structure and magnetization reversal mechanisms can be analyzed.

In situ magnetic fields can be applied, which enables the local
magnetization reversal of a sample to be followed in real-time. A
number of approaches have been proposed, including tilting the
sample into the field of the objective lens or using a sample holder
to which small electromagnets are mounted. Further sophistica-
tion can be achieved by combining application of a magnetic field
with application of current, as shown by Arita et al. [10] who
showed the use of LTEM to image domain walls injected into Per-
malloy wires using a holder that they had developed. One of the
issues associated with in situ applied fields is deflection of the inci-
dent electron beam, and although the holder developed by Arita
et al. is limited to an applied field of +200 Oe, an advantage of its
design is that the deflection of the electron beam by the applied



C. Phatak et al./Current Opinion in Solid State and Materials Science 20 (2016) 107-114 109

field is compensated by a second set of magnetizing coils mounted
on the holder.

Rodriguez et al. took a different approach, namely to develop a
protocol for applying magnetic fields of arbitrary direction and
magnitude (up to 4000 Oe), via the use of the objective lens field
and a double-tilt specimen holder in an FEI Titan equipped with
a C corrector [11]. They further presented a Digital Micrograph
script that would help control the instrument during the experi-
ments. The application of different field directions was demon-
strated by visualizing the motion of domain walls through
notched L-shaped Permalloy wires and using these data to con-
struct plots of applied field vs. distance moved for different wire
configurations. One point to note is that, as demonstrated in the
paper by Rodriguez, use of the lens field to excite a magnetic spec-
imen results in an out-of-plane component of the applied field that
can influence the magnetic domain behavior.

Typically the time resolution that can be achieved is of the order
of 40 ms, enabling the quasi-static behavior of the magnetization
to be visualized. Pollard et al. [12] used a specimen holder excited
with a GHz frequency AC current, to drive the resonant gyrotropic
motion of a vortex core in a square Permalloy element, and thus
visualize the resonant precession behavior. By measuring the
change in resonant gyrotropic precession radius as a function of
the magnitude of the applied current, for both clockwise and
counter-clockwise precession, a value for the non-adiabatic spin-
torque parameter, 3, could be derived. This is typically very diffi-
cult to measure experimentally. Imaging of true magnetization
dynamics has also been reported, through the use of pulsed probe
LTEM in an instrument dedicated to ultrafast imaging [13]. The
nucleation and propagation of domain walls in a Ni film following
excitation using a laser pulse were observed with a time resolution
of a few ns, which is a very exciting development.

3. Wave-optical approach

In this section we review briefly the mechanisms of Lorentz

microscopy image formation, using a quantum mechanical
approach. The basic image formation modalities (Fresnel and Fou-
cault) can be understood based on a simple classical model derived
from momentum conservation arguments (e.g., [14]). Such an
approach shows that the Lorentz deflection angle, 0, is two to
three orders of magnitude smaller than typical Bragg angles for
crystalline materials. The deflection angle for a uniformly magne-
tized foil of thickness ¢ is given by:
HL:%/{BJ:CL(E)BJ, (1)
where e is the electron charge, / the electron wave length, h Planck’s
constant, and B, the component of the induction normal to the
beam. Numerically, the constant C.(E) has a value of
0.606426 prad/T/nm for 200 kV electrons, so that a 100 nm foil with
saturation induction B, = 1 T will give rise to a deflection of about
60 prad. This small deflection angle justifies the use of a small-q
approximation in the wave optical treatment described in the fol-
lowing sections.

3.1. Theory

In the quantum mechanical approach, an electron wave experi-
ences a phase shift upon traveling through a region of space with a
non-zero electrostatic and/or magnetic vector potential. This phase
shift is described by the Aharonov-Bohm expression [15]:

Q(rL) = @ (1) + (L)

T e .
=rEt/LV(rL,z)dZ—ﬁ/LA(rhz)-dz (2)

where E; is the total beam energy and the integrations are carried
out along a straight line L parallel to the incident beam. The vector
r, is a position vector in the plane normal to the electron beam. V
and A represent the electrostatic lattice potential and the magnetic
vector potential, respectively. The prefactor of the electrostatic inte-
gral is also known as the interaction constant; note that the prefac-
tor of the magnetic integral does not depend on the electron energy
[16].

For thin specimens and away from strongly diffracting condi-
tions, the sample can be considered to be a strong phase object,
i.e., the sample changes only the phase of the electron wave, not
the amplitude. For a Lorentz objective lens with point spread func-
tion (PSF) 7 (r,), the observed image intensity can be described by
the usual convolution expression (ignoring magnification factors):

I(r,) =| €)@ T(r,)]”. 3)

In general, the PSF contains phase changing contributions from the
objective lens defocus, different orders of astigmatism, axial coma,
and spherical aberration; in addition there are damping contribu-
tions due to chromatic aberration and the source spread. In Fourier
space, the lens transfer function can be expressed as a simple expo-
nential function of the spatial frequency, ¢, and the lens
aberrations:
—iZziqi

T@=e 7, 4

where the complex factors z; represent both the phase shifts and
damping contributions of different orders [16]. Since the Lorentz
deflection angle is always small, the transfer function can be
expanded in a Taylor series around q = 0 to obtain

Tu(q) = 1-1> zd'. (5)
i=2

In the absence of astigmatism and axial coma, the transfer function
is determined by the objective lens defocus and spherical aberra-
tion. This indicates that spherical aberration, being proportional to
#3q%, is not a major problem for LTEM observations. However, in a
field emission TEM, there is a typically a significant amount of delo-
calization; this leads to weak diffuse contrast at magnetic domain
walls, and therefore a large defocus value is usually required to
clearly visible achieve domain wall contrast in LTEM mode. This
large defocus, in turn, leads to significant image blurring and hence
a relatively low spatial resolution in the range of 10 nm for the
uncorrected LTEM Fresnel mode. Spherical aberration correction
has an indirect effect on the LTEM resolution; a reduction of C, leads
to a reduction of delocalization, which means that a smaller defocus
value can be used to image magnetic domain walls. The smaller
defocus means less image blurring and therefore an improved
image resolution, potentially down to the single nanometer range.

3.2. Phase shift computation and image simulation

As described in Eq. (2), the electromagnetic information from
the sample is contained in the phase shift of the electron wave.
The electrostatic lattice potential is usually approximated by the
mean inner potential, V, which is constant throughout the sample,
leading to an electrostatic phase shift of ¢, = o(E)V,t, where o (E)
depends on the electron energy, and t is the sample thickness. The
computation of the magnetic phase shift is more involved since it
requires knowledge of the magnetic vector potential. Typically for
nanoparticles or patterned nanostructures that are uniformly mag-
netized, this computation is easily performed using a Fourier space
approach by defining a shape function, D(r), equal to 1 inside the
object and 0 outside. This approach can be used for regular polyhe-
dral shapes as well as arbitrary shapes [17,18]. For non-uniform
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magnetization, Mansuripur [19] proposed a Fourier space algo-
rithm that assumes that the magnetization is non-uniform only
in the x-y plane of the sample and uniform along the z direction;
electron beam tilt effects are not easily incorporated in this
method. Recently, a new method based on a spherical projection
model was proposed by Humphrey and De Graef [20]; this model
discretizes the magnetization of a given object into a multi-scale
grid of voxels represented by a uniformly magnetized sphere, thus
allowing for the computation of magnetic phase shifts from any
arbitrary non-uniform magnetization configuration. Additionally,
the phase shift can be computed for arbitrary incident beam direc-
tions, opening the way to efficient phase shift calculation for tomo-
graphic tilt series.

Fresnel and Foucault contrast observed in LTEM images is often
non-intuitive or difficult to interpret, especially for nanostructures
with complex magnetic domain structures. Thus, image simula-
tions are essential to understand the origin of the observed con-
trast. The exit electron wave is described by the product of an
amplitude factor, which includes absorption and diffraction effects,
and a phase factor, which includes electrostatic and magnetic con-
tributions; the resulting image intensity is then given by Eq. (3).
Recently Walton et al. implemented this approach to simulate
LTEM images in an open-source software package called MALTS
[21]; their software takes the output file from common micromag-
netic simulation software packages, such as OOMMF or MuMax, as
input. The LLG Micromagnetic simulator is the only other commer-
cially available software capable of simulating LTEM images [22].
Typically, researchers use their own codes to simulate LTEM
images using the above or similar equations along with the parax-
ial approximation [23-25]. Another approach, recently used by
Loudon et al. [26] to simulate LTEM images of vortices in supercon-
ducting MgB,, is based on the Fresnel-Kirchoff integral [27] to
compute the wave function as a function of defocus. This approach
is in principle equivalent to the paraxial wave approximation.

3.3. Phase reconstruction

To obtain quantitative information from LTEM data, it is neces-
sary to recover the phase of the electron wave. This can be
achieved by means of the Transport-of-Intensity Equation (TIE) for-
malism, which solves the following partial differential equation:

27 ol
V- Vel =-==2, (6)

where I is the in-focus image intensity and 9I/9z is the longitudinal
derivative of the intensity with respect to the beam direction. This
equation can be derived from either the transfer function theory of
image formation or directly from the Schroedinger equation [4]. In
LTEM, the derivative on the right side of the equation is approxi-
mated numerically from a through-focus series of images. Solving
the equation then leads to the total phase shift, i.e., the sum of
the electrostatic and magnetic components. The individual phase
shifts can be separated out by: (1) recovering the phase shift for
the sample in the upright and flipped (by 180°) orientations and
then subtracting one from the other, or (2) by varying the acceler-
ation voltage to change the prefactor for the electrostatic compo-
nent and extracting the magnetic component by extrapolation.
Once the individual phase shifts are recovered, the quantitative
thickness-integrated magnetic induction of the sample can be cal-
culated from the gradient of the magnetic phase shift. Similarly,
the electrostatic phase shift can be used to quantify the mean inner
potential of the material or to compute the local charge density.
Several methods are available to solve the TIE, such as those
based on Fourier transforms [28], using Zernike polynomials [29]
or via conjugate gradient methods [30]. Currently the Fourier
transform-based method is widely used due to its ease of imple-

mentation and fast computation. It has been shown [31] that an
appropriate symmetrization of the images before phase recon-
struction guarantees a unique reconstruction up to an additive
constant. However, since electrostatic and magnetic phase shifts
typically have rather different power spectra, using a single bound-
ary condition does not necessarily yield accurate reconstructions.
Recent work by Humphrey et al. [32]| proposed a modified TIE
method that solves for the electrostatic and magnetic phase shifts
independently. Computation of the intensity derivative using a
truncated Taylor series expansion of the image intensity with
respect to defocus was also shown to result in less noisy recon-
structions. Tikhonov regularization can be employed to stabilize
the phase reconstruction against noise contribution from low fre-
quency components [33]. Other methods, such as total variation
regularization, can also be used to improve the TIE solutions [34].

TIE solution methods can also be unstable in the presence of
zeros in the in-focus image intensity or zeros in the phase itself;
the latter case is true for phase vortices which can be present in
electron vortex beam data. A modified TIE method, which takes
into account the correct boundary conditions for a phase vortex
or phase jumps, has been proposed to solve for the phase under
these circumstances [35]. Under additional constraints, the TIE for-
malism can be modified to obtain the phase from a single defo-
cused image as opposed to an entire through-focus series;
Eastwood et al. have used this approach to reconstruct the sample
thickness. An interesting connection between the TIE approach and
the differential phase contrast technique was recently highlighted
by Lubk and Zweck [36].

The electron wave phase shift can also be recovered using in-
line and off-axis holography. In-line holography uses an iterative
method to solve for the exit wave function in a manner similar
to that used for focal series reconstruction in high resolution
microscopy [37]. Off-axis holography requires modification of the
microscope column by the introduction of an electrostatic biprism
that results in an interference hologram, which can be used to
recover the phase shift. For a comprehensive review of off-axis
holography, we refer the reader to a recent article by Linck et al.
[38]. Newer methods that involved hybrid approach of incorporat-
ing in-line and off-axis holography are also being investigated to
combine the benefits from both methods [39].

4. Vector-Field Electron Tomography (VFET)

LTEM observations can be used to recover three-dimensional
(3D) magnetization information. The electron wave phase shift in
Eq. (2) can be interpreted as a sum of two projection integrals;
the electrostatic phase shift is the projection of the 3D scalar elec-
trostatic potential and the magnetic phase shift is the projection of
the 3D magnetic vector potential [40]. Thus, using a tomographic
tilt series of phase shift data, it is possible to reconstruct the 3D
electrostatic and magnetic vector potentials, provided multiple tilt
series around orthogonal tilt axes are acquired. A typical VFET
experiment then consists of the acquisition of four tilt series, two
series about the x and y axes with the sample in the upright orien-
tation, and two more with the sample flipped upside down. Two
vector field components can be reconstructed from the two orthog-
onal tilt series pairs, and the third component is reconstructed by
using a divergence condition, such as V -B =0 for the magnetic
induction or V-A =0 for the magnetic vector potential (using
the Coulomb gauge). The first experimentally reconstructed 3D
magnetic vector potential was demonstrated by Phatak et al. [41]
for a square Permalloy island.

Subsequently, there have been several efforts to visualize and
measure 3D magnetic fields from nanostructures. Yu et al. [42]
proposed a three tilt series reconstruction of A to improve the
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reconstruction and avoid errors due to singular surfaces; however,
this approach is experimentally difficult to implement. Lubk et al.
used off-axis electron holography to reconstruct the magnetic stray
fields around Co,FeGa nanowires [43]. They focused on the stray
field by excluding the interior of the sample in their tomographic
reconstruction scheme. Tanigaki et al. used a 1 MeV TEM to recon-
struct the 3D magnetic spin texture of two coupled Fe discs of
20 nm thickness [44]. They were able to visualize the core spins
of the magnetic vortex structure which were found to point in
opposite directions to minimize the interaction energy. Phatak
et al. extended iterative reconstruction methods, such as the alge-
braic reconstruction technique and the simultaneous iterative
reconstruction technique, to reconstruct the 3D magnetic induc-
tion in and around magnetic nanostructures [45]; they showed
that using iterative methods improves the signal to noise ratio in
the reconstructions. Yu et al. [46] reported on the application of
model-based reconstruction methods to improve the attainable
resolution and signal to noise ratio in an attempt to circumvent
artifacts due to the limited tilting range of the sample inside the
TEM.

5. Recent applications of LTEM

The fact that LTEM requires electron-transparent samples
means that it is best applied to nanomaterials such as thin films,
patterned nanostructures or nanoparticles, unless the magnetic
domain structure is strongly pinned to the microstructure such
that creating a thin TEM sample does not affect the bulk domains.
For example, Tian et al. [47] reported in situ observations of the
changes to microstructure and magnetic domain structure when
crossing the martensitic and paramagnetic/ferromagnetic phase
transitions in MnsgNigeSnqo. These data could then be used to
explain the low temperature bulk magnetization data.

There has been considerable interest in the formation of topo-
logical spin structures, one of which is the magnetic skyrmion, in
which the magnetization rotates by 180° from one out-of-plane
direction to the other around the boundary of a disk. Skyrmion lat-
tices have been observed to form in bulk magnetic materials such
as MnSi over a specific range of temperature and applied field, and
Yu et al. [48] used LTEM to visualize the magnetic skyrmion lattice
in a MnSi nanowire prepared by thinning MnSi from the bulk.
Interest in skyrmions also arises because of the ability to drive
their motion with very low currents, giving rise to the potential
for their use in information storage applications - so-called
‘skyrmionics’ [49]. This motion was observed using LTEM in a nan-
odevice of the helimagnet FeGe at room temperature during in situ
biasing, for current densities that are several orders of magnitude
lower than that needed to drive domain wall motion in race-
track memory structures [50]. The formation of elliptical magnetic
bubbles in thinned samples of bulk LasSr;;sMnO3 (LSMO) was
reported by Nagai et al. upon application of a high perpendicular
magnetic field [51]. LSMO of this composition is a ferromagnetic
Mott insulator, and the appearance of the magnetic bubbles was
ascribed to a high magnetic anisotropy that is related to orbital
ordering. The authors further suggested the possibility of manipu-
lating the bubbles thus formed using electric fields, in the same
way as for skyrmions.

In nanostructures of a size as to be single domain, Phatak et al.
reported observations of the magnetic frustration around magnetic
monopole defects in square artificial spin ice arrays [52] and of the
effects of shape anisotropy in Co nanospirals [53]. As the lateral
dimension of a patterned nanostructure is increased, so the mag-
netization configuration changes from single domain to a flux-
closure structure, with the most commonly observed configuration
for a disc being a magnetic vortex in which the magnetization lies

in the plane of the disk except at the vortex core, where the mag-
netic exchange energy forces the magnetization out of the plane.
Ngo and McVitie [54] recently reported a method by which they
were able to determine the polarity of the vortex core from the dif-
ference of two symmetrically-tilted Fresnel mode LTEM images.
Phatak et al. [25] reported a novel topological spin structure in
coupled magnetic disks of a size at which vortices would be
expected in single disks: meron spin structures formed in the
two disks in which the magnetization pointed either directly
towards or away from the core in each disk. The net magnetization
across the coupled disks was thus close to zero and the energy was
minimized.

Of interest also are magnetic antidot arrays, in which small
regions of a ferromagnetic film are removed, creating pinning sites.
Rodriguez et al. explored the behavior of antidot arrays milled into
Co thin films with a range of periodicities [55]. For periodicities
greater than 300 nm, conventional domain walls were observed
running between the pinning sites, but as the periodicity was
reduced, so the domain configuration changed such that each
domain contained many antidots (referred to as superdomains by
the authors).

In the field of therapeutics, superparamagnetic nanoparticles
(usually composed of Fe;04) are being considered for applications
as heat mediators in hyperthermia treatment. Of interest is the
way in which magnetic dipolar interactions can influence aggrega-
tion of the nanoparticles, as this affects the specific power absorp-
tion (SPA) and thus the efficiency of the nanoparticles. Campanini
et al. [56] have recently used LTEM to show that co-precipitated
nanoparticles form large aggregates and thus have a high SPA,
when compared with similar-sized nanoparticles synthesized via
a thermal decomposition route.

LTEM has also been applied very successfully to the visualiza-
tion of flux vortex lattices in Type II sperconductors. Loudon
et al. showed the importance of careful specimen preparation, with
the observation that undulations in the surface of thinned MgB,
created a pinning landscape that strongly controlled the behavior
of the vortex lattice [57]. Cottet et al. overcame this problem by
careful preparation of the thinned MgB, specimen and were then
able to visualize the expected hexagonal Abrikosov lattice [58].
They related small lattice distortions to impurities that are incor-
porated during growth.

LTEM offers a unique advantage in the imaging of quasistatic
domain behavior in single phase as well as hybrid multiferroics
that consist of ferromagnetic and ferroelectric heterostructures.
Brintlinger et al. studied the in-situ magnetization reversal of an
FeGe thin film deposited on a BaTiO3 substrate under application
of an electric field. They were able to calculate the stress induced
anisotropy in the FeGe film [59]. Hockel et al. also studied magne-
tization reversal as a function of unipolar and bipolar applied elec-
tric field in Ni thin films on [Pb(Mg1/3Nb2/3) 03]0_68-[PbTi03]0.32
substrate [60]. They were able to observe differences between
the two reversals wherein the application of a bipolar electric field
resulted in non-reversible magnetic domain wall evolution and
Barkhausen jumps.

Fig. 1 shows some of the unique advantages of using LTEM to
study magnetic nanostructures. Fig. 1(a) shows colored' magnetic
induction maps obtained from a magnetic heterostructure sample
with a stack sequence of NiFe(20)/ Cr(2)/ NiFe(20)/IrMn(5), pat-
terned into disks, during in situ application of a magnetic field.
The color shows the direction of magnetization, as indicated by
the color wheel, and the color saturation encodes the magnetiza-
tion magnitude. The black and white contours in the color map

! For interpretation of color in Fig. 1, the reader is referred to the web version of
this article.
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(a) In-situ behavior (b) Nanostructures (C)  Functional Materials

Before vortex jump

After vortex jump

500 nm

Fig. 1. (a) In-situ behavior in coupled magnetic heterostructure disks consisting of ferromagnetic and antiferromagnetic layers showing the jump of the vortex core as a
function of applied field, (b) magnetization maps in cobalt nanospirals (top) and Fe30,4 octahedral nanoparticles (bottom), and (c) magnetic domain wall in bilayer manganite
(top) and high resolution image showing the lattice fringes along c-axis obtained using spherical aberration corrected Lorentz TEM.

Fig. 2. (a) In-focus image showing an FePd alloy TEM sample. The dashed lines indicate twin boundaries in the material. (b) Shows the color-coded magnetic induction map
obtained from the sample indicating the presence of two types of domain walls: 90° along the twin boundaries and 180° across a twin. (c and d) shows the 3D x component of
magnetic induction reconstructed using VFET from the two boxed regions in (b). The dashed line indicates the plane of the domain wall and the solid line indicates the foil

normal. The angle between the two was determined to be 7° from 3D measurements. (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
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are indicative of the magnetic lines of induction; outside the sam-
ple they represent the stray field. The change in the stray field can
be seen before and after the jump of the vortex core in the discs.
Fig. 1(b) shows the magnetization maps obtained from two mag-
netic nanostructures, namely cobalt nanospirals (top) with a wire
diameter of 50 nm [53], and a chain of Fe304 nano-octahedra (bot-
tom; sample courtesy A. Demortiere, ANL). Fig. 1(c) shows the
capability of imaging domain walls in functional materials, such
as bilayer manganite with a nominal composition of Lay_5xSri.ox-
Mn,0; with x = 0.38. The sample undergoes a ferromagnetic tran-
sition at 125 K and magnetic domain walls can be seen as bright
white and dark lines (top). With the aberration correction, the spa-
tial resolution of LTEM is improved over traditional LTEM instru-
ments, so that high resolution images showing the lattice fringes
along the c axis in the sample can be observed in LTEM mode
(bottom).

Fig. 2 illustrates the benefits of VFET to improve our under-
standing of the 3D nature of magnetic domain walls. Fig. 2(a)
shows the in-focus image of a TEM sample prepared from an Fe-
Pd alloy (FeggPd3;0Co,). At room temperature, this alloy is in a
martensitic state with a strong interaction between the domain
walls and twin boundaries formed to accommodate the marten-
sitic transformation [61]. There are two types of domain walls
observed in this sample, as seen from the color-coded magnetic
induction map shown in Fig. 2(b): 90° domain walls which are
pinned along the twin boundaries and 180° domain walls which
run in a zig-zag pattern across a twin. Using VFET, the 3D magnetic
induction from the TEM sample was reconstructed. Fig. 2(c) and (d)
shows the 3D x-component of magnetic induction from the dashed
boxes shown in Fig. 2(b). The color indicates the magnitude of By
(see color bar legend). The 3D reconstructions clearly indicate
the inclined nature of the domain walls. From these 3D sections,
the angle of the plane of the domain wall (dashed line) with
respect to the foil normal (solid line) was measured to be 7°. This
measurement was found to be consistent with the diffraction mea-
surements where the 90° domain walls are known to be on the
{101} type planes and 180° domain walls on the {100} type planes.
This illustrates the powerful capability of the VFET technique to
improve our understanding of the 3D nature of domain walls and
their correlation with crystallographic orientations by direct visu-
alization of the magnetic induction.
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